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1. Specific Mandatory Requirements

1. Use of appropriate Relational Database Products, namely Oracle 8i or higher version.

2. The system shall store, display, process and print text as originally input by the user (Greek, Latin or a combination of the two).

3. All user interface will be available in both English and Greek languages. All testing and acceptance activities will be made on the Greek and English version.

4. The supplier shall guarantee that all system components will be available, installation and repair time is within a maximum period of twelve (12) hours.

5. There shall be no constraints on the number of sites that can access the system and on the mix of functions available to each site (obviously subject to hardware, operating system limitations and authorisations).

6. There shall not exist any single leased line connection failure in the WAN that will prevent any client workstation located on any LAN from reaching the Servers in the Computer Room.

7. There shall not exist any single point of failure in the Computer Room that will prevent any client workstation located on the LAN from reaching the Servers and the Data Storage Equipment.

8. The hardware equipment located in the Computer Room shall have at least 99,9% availability.

9. All proposed communication hubs shall be intelligent and shall be supported by the management software offered.

10. All sites will have to be equipped with UPS.

11. The proposed communication hubs shall be resilient to power supply failures and shall be capable of maintaining full operation with one power supply failing.

12. Failure of an interface module in any of the proposed hubs shall not disable more than half of the workstations on the LAN.

13. All proposed routers shall be capable of connecting to 2Mbps leased lines as tendered without requiring any additional hardware and/or software.

14. The proposed equipment shall be capable of operating on 240 Volts, 50 cycle electricity supply.

15. All network equipment to be attached on CYTA lines shall be CYTA approved.

16. The system shall be flexible to cater for changes in laws and regulations which might have impact to the behaviour of the application.  It shall also allow local staff (Senior users or EDP support staff supplied by DITS) to reflect the changing requirements of these laws/regulations or to modify the system to take into accounts new laws/regulations. 

Application Housekeeping

1. The Housekeeping functions shall provide facilities that include:

· Maintenance of system users;

· Monitoring of intrusions or security alerts;

· Maintenance of reference data;

· Production of Audit trails;

· Management of data, diskettes, tapes, etc;

· Removal of deleted data;

· Purging of Temporary files or reports;

· Database log and other files.

2. As the THESEAS System will be managed centrally most housekeeping functions will be performed at the Central Computer Centre.

Network computing operations framework

The THESEAS System is geographically dispersed. In the event of a failure of any component, it will not be economically viable to have trained staff at every location, nor will it be practical to dispatch staff from Nicosia.  Therefore it shall be possible to manage and configure the whole system and networking equipment from a single location i.e.  the Central Computer Room. To this end a network computing operations framework needs to be installed which shall utilise on easy to use GUI. The framework shall provide the following:

a) System Management;

b) Network Management;

c) Asset Management.

1.1 System Management Framework

The system management framework offered shall be integrated with the network management software. The following functions are needed.

a) System Administration;

b) Storage Management including back-up and archive;

c) Problem Management and help desk;

d) Resource Management/Performance monitoring.

The management solution proposed shall support proven client/server platforms.

It is key to have interoperability among multiple vendors’ tools through the use of widely available standards such as SNMP, TCP/IP and SQL.

1.2 Network Management Framework (NM)

The supplier shall provide a network management system.

· The NM shall provide the following functionality:

	Fault Management
	· Detect abnormal network behavior

	
	· Isolates network malfunctioning

	
	· Attempts to face network control problems

	
	

	Performance Management
	· Analyze network throughput

	
	· Tries to optimize network performance

	
	

	Configuration Management
	· Determines physical and logical network configuration dynamically

	
	

	Security Management
	· Controls network access

	
	


· NM shall be based on the SNMP protocol.

· The NM shall support a Graphical User Interface (GUI).

· The NM shall be compatible with all network equipment and protocols offered by the supplier.

2. Technical Architecture Objectives:

(1) The objective is to implement a state of the art system for fitting with the Customs business scope requirements presented before and related to :

( capability to fit with all functional requirements support that have to be translated  into technical underlying features such as:

· Relational Database Support, 

· Decision Support tools, 

· Flexible Update Aptitude, 

· Scalability to increase the number of applications and the number of users and processes, 

· High Availability to allow a secure and sustained on line operation, 

· Data Integrity for all transactions and exchanges confidentiality within the Government, the EU exchanges, the Third Parties Trading exchanges.

( capability to present secure interfaces dedicated to many Clients and to manage their rights:

· Government, 

· Customer Relationship, 

· Industry Relationship, 

· Agencies, 

· EU Commission, 

·  EU Member States.

( capability to support a list of ‘delivery channels’ : 

· Internet and Extranet users : occasional traders,  identified importers, 

· Intranet: internal Custom Officers,  government Agencies, 

· Call Centre : for third party claim or information support, 

· Manual Entry and Support Enquiry for internal usage

(2) As the THESEAS System will  start on the new century, it must be

· a  native  Web-based solution 
· with provision for taking advantage of any well working feature if some  existing subsystems  (from EU – DG 21  Taric  regulations, or passenger processing  compliant with Schengen implementation) are to integrated.

(3) Due to the number of interfaces and Clients, the  Communication Infrastructure and the Security Infrastructure are key components  which need to be defined consistently and integrated before launching any channel or application.

Operating systems and standards:

The new Customs solution shall be based on recognised market standards such as:

( UNIX based servers with high availability features; these servers must support the main production applications : 

· Customs Clearance System, 

· Revenue Collection System (Accounting, Debt management)

· Central Reference File System and Core Services  

· Management Information System, etc.

On delivery, all production servers must use the same relational database engine trademark and version, to simplify the database administration tasks and the maintenance.

( a client-server architecture
· Running on a multi tier server architecture

· The user equipment shall be confined to a PC with a Browser such as Netscape Navigator or Microsoft Internet Explorer.

( WEB servers in charge to interact with Extranet and Internet Users; this Web Servers shall be based on Unix servers.

( Application Servers shall be based on UNIX based Servers.

( The application shall be developed in a unique (or basically compliant) language, such as JAVA .

As the on-line system should be  accessible both from Intranet and from the Internet, a  secure infrastructure is  mandatory .

Access Points - Network Infrastructure Specification 

2.1 Network equipment

· All network equipment to be attached on the Cyprus Telecommunications Authority (CYTA) lines shall be CYTA approved.

· The computer centre will be connected to the ‘Government Data Network (GDN)’ through a dual high speed connection. 

2.2 WEB Accesses: 

The WEB server must support access from:

· Intranet users: mainly internal Customs Employees, and Associated Partners such as the Cyprus Port Authorities, Larnaca Airport Authorities, Paphos Airport Authorities …

The Customs offices will be connected to the Customs Central site through the GDN, through Frame Relay data links. 

· Extranet users:  mainly carriers,  trade brokers and customs intermediate agents.

There may be several thousands to be authorised at several levels for entering the Customs applications.

Extranet users may be connected through ISDN (for frequent users) or through an ISP.

When an ISP connection is used, some checking must be done on the type of admitted session from the ISP.

2.3 Interfaces to external systems:

The THESEAS system will have interfaces to several other Customs and Tax systems and two external authorities.

There are interfaces to other Customs and Tax systems including:

· DG TAXUD systems

· Banks and  Government Finance Agency 

· Company Registration System

There are interfaces to external authorities such as:

· The National Statistical Bureau

· VAT

The external communications will be based upon  TCP/IP – FTP basic connections and application to application protocols to be defined.

For the TARIC updates the IDS format will be be used. 

Central Network  infrastructure 

The following pictures show the Central Network Infrastructure and the remote Customs Stations network infrastructure. 

Two intelligent Firewalls (for high availability purposes)  must protect the access to the private servers and databases. 

Two “layer 4 to 7  router” processors must be configured in order to load balance the accesses between  both Web Server/ Application Servers.

The overall production architecture can be summarised as follows:
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Central  Infrastructure presentation: 
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The Central Site will be installed into NICOSIA at a location called ‘Engomi Computer Centre’.

The other centres are:

· NICOSIA  Post Office, District, HeadQuarters

· LIMASSOL Port, Post Office,

· LARNACA Port, Airport, Post Office, Zygi, Vassiliko & Marina

· PAPHOS Port, Airport, Post Office.

A high speed link will connect the Computer Centre to each city NICOSIA, LIMASSOL, LARNACA and PAPHOS through the GDN.


2.4 List of equipment for the Central Network Infrastructure :

(A) The Network Access Server is a network equipment that shall be able to connect and route at least the following connections:

· up to  5  ISDN links at 64 Kb/s for external accesses 

(
a PRI link at   2Mb/s ;  the PRI link can multiplex  up to 30 channels at 64 Kb/s each .

(B) Two  Backbone Routers must be configured for high availability provision.

They shall be able to connect the Central Local Area Network , the WAN  towards the Customs Offices through the GDN and all direct connection (Government, Banks) which can require a leased line at a medium speed , up to E1.

We need to configure on each router at least 

( two high speed 100 Mb/s Ethernet ; 

( Four WAN connections 

(C) One Backbone Switch with High Availability capability will concentrate and switch all high speed Ethernet frames :

( all UNIX and Windows 2000 Servers

( Network Access Server

( 2  Backbone Routers

( 2  load balancing processors 

( LAN-LAN router and Cascaded HUB for PC and Printers connection
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Remote LAN infrastructure

One Windows 2000 Professional server shall be provided in each Custom Office for acting as resource server (file, print,..) and Office server.

The Customs stations shall be connected to the Computer Centre site through the GDN, through a Frame Relay Network.

Then a lower speed link will connect each major centre to the surrounding centre within the area.

(a bandwidth between  128 Kb/s  for 4/ 5 simultaneous users  up  to  512 Kb/s - for 15/ 20  simultaneous users and 2Mb/s for  50- 60  simultaneous users)
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When a frame relay access point can be provided in any Custom station  point, a ‘star’ network is implemented .
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For higher configurations, an ISDN link is required with the Central as back up connection through an ISDN link.

In addition the large site –   with more than 50 PCs will require doubling the access router for high availability. A redundant IP configuration is also available at these sites.

Security Infrastructure 

The THESEAS System will be widely ‘open’ to network accesses from the internal and external world. As almost new advanced  e-government solution, it must be protected against several kind of intrusions and fraud attempts.

The security infrastructure to be installed must  insure: 

· Global protection against non authorised IP access

· Selected authorised access on some part of the system

· For internal users, selective access to information resources and applications. 

· Control of transactions, filtering of malicious content, 

· Protection of confidentiality and integrity of communications .

· Logging and audit trail

The supplier shall provide equipment and software to cover such level of security:

(i) "intelligent or advanced firewall" for network protection

(ii) global security server to management the access to selected applications for internal users 

(iii) secure functions to be added into the applications in order to manage the control of transactions, check consistency, ..

(iv) secure transmission  with  financial institutions and government  through encryption mecanisms (if needed)

The requirements related to the points (i) and (ii) will be detailed hereafter.  

The supplier will provide the security functions (iii) integrated within the various modules of its application software, having in mind that both the application server framewaork (e.g. BEA  WebLogic ) and ORACLE 8i or later can support a wide range of security features.

Intranet and Extranet Security:

The supplier shall provide a firewall solution

The Firewall to be proposed shall be configured on key points:

· They are to be located at the point of interconnection between several networks.

· They allow filtering and control of network transactions: 

all traffic passing through the firewall points – web accesses, application transactions – must be  precisely identified, checked, and allowed through or rejected depending on the rules and regulations set out in the security policy. 

· They will interpose  security gateways between the outside world and the Customs inner networks, or between distinct subnetworks of the internal Government/ Customs .

The proposed solution must answer to the following features:

· Multi-level traffic control

Static IP filtering 

A stateful IP filtering

Application proxies

Network address translation
· Anti-virus and content checking

· LDAP support
· Central Administration

· Certified technology
· Redundancy for High availability
System components:

The new Customs solution shall run on a large Unix server system with several nodes and processors in order to enable redundancy.

2.5  Custom Head Quarter (CHQ)  Equipment 

The Government will provide all the housing for both the Computer Centre and the project team including:

· 24/24, 7/7 access

· Water, electricity supplies

· Telephone with international access

· ISP access

· Air Conditioning

· Furniture for the project, development and test teams and the Computer centre

· Raised floor and ceiling

· Fire security and extinction

· All CYTA equipment (access point modems).

· The offices dedicated to System Administrators and Network Supervisor located near the Computer Room.

· The offices dedicated to Customs Officers connected to the system through the HQ LAN.

The supplier will provide the CHQ equipment which includes:

· A cabling of Local Area Network for the Head Quarter users connection

· The patch panel in the computer room

· Active network equipment listed above

The Computer Centre Room shall house the following type of equipment:

· Central  Servers  including  Web Server, Application Server and Business Logic Server

· A Master Console (s) able to manage the Central Server and potentially all the other servers 

· A Disk Sub- System 

· A  Backup & Archival sub-system;

· A Security Management System

· A  Fast Line  Printers;

· The  CHQ Local Area Network (LAN) connectivity equipment;

· The CHQ  File and Network Server  on which all HQ users will be connected to 

· The Wide Area Network connectivity equipment;

· The System Management Server 

· The Network Management Server 

· The Development and Tests  Environment.

· The  UPS 

The System Administrators will be equipped with the System Administration GUI Consoles and  the Network Administration Consoles.

The Head Quarter  Customs Officers and Administrative Employees  will be equipped with a PC  and may share  network laser printers (average one printer for two agents).

Customs Cashiers will be equipped with a ‘ticket’ printer in addition or on substitution of the laser printer.

2.6 Production  Servers:

· The Production  server will be configured in order to support the functional design presented on the previous section.

· A Cluster with homogeneous nodes is highly desirable in order to simplify the  system administration and  the software updates.

· In addition a clustered configuration can more easily provide high availability functions.

· Production Server shall operate with a potential back up server available to restart the operation in case of failure of any  central server component.

· The Production Server and the Backup Server shall host the POSIX compliant Operating System  to support the recommended and latest as well stable/proven relational database product. 

· The Production Server and the Backup Server shall communicate across TCP/IP .

· Both Servers shall be equipped with a CD-ROM drive and a 3.5 “ floppy drive  to allow for the loading of software.

· The data storage equipment shall be accessible by both Production  Server and Backup Server.

· The switchover from the Production  Server to the Backup Server, in case of failure, be automatic without disruption of the operation. 

2.7 Uninteruptible Power Supply (UPS)

· UPS systems must be provided in order to support the Production servers and communications equipment to be installed at the computer room and all other sites.

· The required system shall consist of a continuous duty, solid state, non‑redundant uninterruptible power supply (UPS), through which the critical load will be supplied. The UPS system shall provide continuous, regulated supply to the load irrespective of any disturbances, such as slow or rapid variations in incoming voltage (brown‑outs, sags, surges) interference of large amplitude and short duration (frequency errors, distortions, power line transients, spikes, radio frequency interference, static electricity) micro‑interruptions or complete power failure, (black‑out) occurring on the main power supply.  The system shall be able to limit the current during start of the rectifier.

· The ampere‑hour rating of the battery bank of the UPS's shall be sufficient to support the inverter for 15 minutes protection time, with the inverter operating at rated load.

2.8 Disk Sub-System

· The disk subsystem shall support sufficient disk space to cater for all Customs data requirements for the first five years of operation. 

· The disk sub-system shall be tendered with sufficient extra disk‑capacity to duplicate the entire database to cater for unrecoverable media errors with minimum impact on performance. 

· The disk sub-system shall be able to support sufficient disk capacity to be able to duplicate the required 5 year load.

· The disk sub-system shall have the following:

· Redundancy in the power supply;

· Hot Swap capability;

·  The disk sub-system should provide two Spare disks, one for each copy of the data.  Also the spare disks can be used by the system to automatically or User initiated, rebuild the data of failed disks.

2.9  Back-up and archival sub-system

· The back‑up and archival sub‑system shall be capable of readily handling the large database volumes projected for the new Customs  system. 

· The back-up and archival sub-system shall be capable of backing up the entire database un-attended twice, i.e. without any operator intervention if  useful to restart more easily.

· The impact of the batch procedure will be evaluated and if needed a save procedure will be performed before the batch and again after the batch execution.

· The supplier shall propose the optimum solution (h/w, s/w) to be able to back-up the entire database unattended and within a maximum period of four  (4) hours. 

· A total of eight (8) hours if carried out twice. 

· The proposed unit(s) shall be accessible by the Production, the Backup Servers and the Development servers.

· The backup and archival sub-systems shall facilitate the following:

· Backup and recovery of Systems and Application Programs (when updated);

· Backup and recovery of Customs  data including temporary files;

· Full and Incremental Backup of the Customs Oracle Database ;

· Facility to schedule backups in advance;

· Facility to send warning messages to logged in users;

· Facility to disable logins after backup is initiated, with a further option to re-enable them from the managers menu.

· The supplier must also make provision to carry out two full backups of the entire sub-system when at full capacity.

2.10 Custom Remote Site (CRS)  Equipment 

The  CRS will be prepared before computer installation.

All the offices to be equipped will be defined , a  cabling operation will be done after  the site survey .

In every  site the following equipment will be installed and start up :

· The  CRS Local Area Network (LAN) connectivity equipment;

· The CRS   File and Network Server  on which all  the site users will be connected to 

· The User’s PC and Laser Printer – (a ticket printer for the cashier)

· The Wide Area Network connectivity equipment;

· The  UPS 

Client Workstations

The client workstations shall be PC based, host the Windows 2000 operating system and shall support both Greek and Latin character sets  (according to the CYS:228:1991 standard, ELOT 928). 

Users shall have a PC and a browser like Microsoft Internet Explorer (V5) or Netscape Communicator (V4.5) with the right level of plug-ins.

The PCs shall have the following minimum specifications:

· Pentium processor at  a frequency  higher than  1GHz;

· 128  MB of  RAM Memory 

· 20 GB  of hard disk (minimum);

· 15” (Minimum) SVGA Colour Monitor (dot pitch 0.28 mm). The monitor shall be MPR II certified;

· CD-ROM   x 48 (minimum) 

· 3.5” diskette  drive;

· Network interface card with 10/100 Base T UTP;

· Latest version of Windows Operating system

· Microsoft compatible 2 or 3 button mouse;

· 2 Serial Port and 1 Parallel Port in addition to the Mouse port.

· One keyboard that conforms to the CYS227:1991 (ELOT 1000) Standard.  The Latin and the Greek characters, where different than the Latin characters, shall be printed on the key’s top face without the use of self-adhesive labels.

2.11 Printing environment

· The THESEAS System shall  feature the following printing devices:

· One Heavy Duty Fast printer for the Computer Centre;

· Laser printers on the CRS offices 

· One ticket printer with each cashier if  standard A4 format receipt is not adopted

· Output routing - Applications shall define destination for output that may be pre-defined as part of the definition of a batch process, or may be supplied as parameters to an ad-hoc request for a report.  

The destination may be a reference to a user, a set of users, an application or a physical device, such as a printer.  

The Output Services will receive the application output and deliver it in a guaranteed, secure fashion to the destination. 

Printer sharing - To maximise the investment in hardware it will be necessary to share printers amongst applications.

· Heavy duty fast printers will be required to print the large and periodic reports. All output will contain a mixture of Greek and Latin lower/upper-case characters.  They may be connected on the LAN in order to be shared by all users.

Laser printers shall be utilised by local users of the LANs to print reports associated with their daily activities.

The laser printers shall have the following minimum specifications:

· PCL-5 emulation;

· 600 dpi print resolution;

· 4 Mega Bytes of memory minimum (upgradable to 16MB);

· Print speed of at least 10 pages per minute ;

· English/Greek fonts according to the Greek character set CYS:228:1991. (ELOT‑928) standard, (preferably in the hardware) ;

· Single/Manual Sheet Feeder capability with a fixed left hand margin;

· input/output trays with minimum capacity of 100 pages

Performance and evolution of the infrastructure:

The system shall have sufficient power and capacity to complete, 95% of all on‑line transaction in the new Customs  System within 3 seconds. The remaining 5% of transactions shall be completed  within a tolerance of 8 seconds. All measurements will be made on a LAN located on the data centre site when the system operates at full load, that is when 100 intranet users and 100 extranet users are connected to the system.

For a 1000 declarations per hour traffic, with a full Web access and EDI services simultaneous, the required servers are:

( 2 nodes with 1,5   GB of central memory for WEB and Application Servers ; both servers are  dual processors with RISC CPUs running at  400 Mhz ;the software is identical on both servers for redundancy reason; they are operating simultaneously ; an balancing router insures the load balancing between the two servers.

( 2 nodes with 3 GB of central memory  for the database servers. Each can be configured as a dual RISC CPU running at 400 Mhz.

Both are in operation, with a unique ORACLE Server .

The disk subsystem is configured with 10 drives of 9 GB and  10 drives of 18 GB  (270 GB) 

2.12 Performance requirements:

The main memory will be sized by the supplier at the right  value to sustain the number of connected users, keeping  memory provision into the system.

The main memory shall be extended to support 400 connected users (double memory capacity)

The disk subsystem shall be able to connect high speed units (10 000 rpm)  with 18 GB or 36 GB capacity  and sustain more than  200 MB/s of  debit bandwidth with a cache memory of 256 MB minimum.

The Production servers nodes may be able to connect up to two (initial)  High Speed Ethernet Links.

The initial Production Servers nodes may all be able to  double in term of CPU power, central memory, disk storage capacity and communication channel without changing the model.

2.13 Services Servers:

The services servers will be defined by the supplier in order to provide the following services:

( Security  Management Servers – redundant -  for high availability  

The security application must cover :

· User directory -  wishful LDAP standard implementation

· User function descriptions  and related rights on applications, files..

· User management functions for creation, update, deletion..

The  registry will be configured for 20 000 names with a potential to double.

The performance of the security server will be defined in order to sustain the global response time of any transaction.

Its central memory will be defined accordingly. 

( Back up Server: 

The back up server will be configured in order to host a utility software such as Legato Networker or Veritas Netbackup in order to concentrate all the back up  activity for all nodes and multiplex the back up processes.

The back up server may be redundant  with a load balancing capability .

It will be connected to the Central LAN at 100 Mb/s minimum.

( System Administration Server  and Network Administration Server

Both servers have to be configured in order to  store all the system and network information and react to any alert in the most fast timeframe – less than some seconds.

The supplier will provide dimensioning figures which can sustain the objectives ( number of SNMP traps collected by minute..).

 Environments for development and operations:

The supplier shall define and provide, in addition to the Production Environment, the environments allowing for the activities of:

· Development,

· Test and

· Tariff Integration

in order to have none of these activities disrupted by the other ones.

2.14 Development environments minimum requirements

The operations environment shall provide the tools and utilities that will aid in the cost efficient and effective management of the architecture and the applications systems, such as version control.

The supplier shall provide the development tools and environment that will be required to build applications that will be integrated with the rest of the Customs  systems or customised portions of the installed packaged systems.

The Development Environment shall allow programmers to edit, compile, link, execute and test software in a structured environment that ensures consistency within and across development projects (compilers, linkers, debuggers etc.).

The supplier shall provide development environment components similar to those described below so that to allow programmers to develop/customise the required applications.

For instance:

· UNIX developments tools,  Shell, C compiler, C++ Compiler (if needed)

· Web oriented libraries : JDK 1.2, HTML editor., Javascript Editor .

· Web Server and Application Server tools to design pages, applets, servlets, Beans Standard Library 

· ORACLE SQL development tools
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